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1. Introduction

There are many ways in which firms can increasi greductivity and thereby contribute to
the improvement of aggregate productivity (see 8o 2011, for a review). However, the
most common and most important driver of changaiwitirms, particularly in advanced
industrialised countries, is the introduction ofwgroducts, new processes or new ways of
conducting business — in other words, innovati@e ($or example, Geroski, 1989; Geroski
et al., 2009).

The link between innovation and productivity is engally generally positive and significant
(see, for example, Mohnen and Hall, 2013, for aeraew; recent studies by Hall and Sena,
2014, for the United Kingdom; Raymond et al., 205 Dutch and French manufacturing
firms; Crespi and Zuniga, 2012, for six Latin Anoam countries; Masso and Vather, 2008,
for Estonian firms). Governments and policy-makezgardless of the country’s level of
development, are keen to foster innovation (seegxample, European Commission, 2016),
typically of the high-tech variety (EBRD, 2014).

While the concept of innovation as a driver of protvity is widely assessed in the
literature, the role of the manager in determirfing performance has remained unexplored
for a long time (Bertrand and Schoar, 2003). Emgsempirical studies show that individual
managers matter in determining firm performance.example, evidence from the United
States shows that managers have a significant ingpggrofitability (Mackey, 2008),
investment and financing decisions (Bertrand arftb&c 2003) as well as innovation
(Galasso and Simcoe, 2011). In addition, ther@idesce in FYR Macedonia that improving
managers’ business skills via technical assisteassociated with higher employment
growth rates (Bah et al., 2011). Improvements imag@ment practices also influence firm-
level productivity in developed (Bloom and Van Reen2007, 2010; Bloom et al., 2013b)
and developing countries (Bloom and Van ReenenQ2Bibom et al., 2013a). Furthermore,
studies reveal that a lack of managerial skilld&xg the low productivity of state-owned
and formerly state-owned firms (see, for examplews et al., 2006; Steffen and Stephan,
2008; Estrin et al., 2009). An analysis of firm-ééproductivity should thus take the quality
of management into account.

This paper combines both strands of research Bgsisg) the impact of innovation as well as
management practices on firm productivity. Morecsjpeally, we answer the question of
whether both channels affect firm productivity sfgrantly, with management practices
having a direct impact on innovation and produtgivas well as an indirect impact on
productivity via innovation. Moreover, we exploré&ther the importance of innovation and
management practices varies according to the staersonomic development. The catch-up
growth literature suggests that firms in develogiogntries can imitate or adapt technologies
introduced elsewhere in order to catch up with sitmadvanced countries, while the latter
need to innovate at the frontier to progress fur(heemalu et al., 2006; Aghion, 2016).
However, there might be an even easier strategfyrios in the least developed countries:
before they start imitating foreign production pFeses they can reap large productivity gains
by improving their management practices. Furtheenae ask whether the role of

innovation and management in affecting firms’ labproductivity varies across sectors with
regard to the level of technical intensity. Aggmpductivity increases in the higher-tech
sectors may be more likely to be driven by innawadi while management practices may be
of higher importance in lower-tech sectors likedaw textile producers, where the
occurrence of innovative activities is by definititess frequent (Hall et al., 2009; EBRD,
2014).



We contribute to the literature in three importdimiensions. First, our paper is the first to
include both innovation and the quality of manageihpeactices in the model, rather than
just one of them. In this paper we use a variadiotie three-stage model devised by Crépon,
Duguet and Mairesse (1998, known as the “CDM mqdé&i’addition to research and
development (R&D) we focus on management qualitgesin developing countries
technological change is more likely to be driveniritation and assimilation without formal
R&D, whereas management practices are adoptedweners.

Second, we use data from a unique firm-level syrthey/fifth round of the European Bank
for Reconstruction and Development (EBRD) — WordthB (WB) Business Environment
and Enterprise Performance Survey (BEEPS V). Fofitkt time, BEEPS V included an
Innovation Module, with the aim of obtaining a leettinderstanding of innovation in its
various forms (that is, product, process, orgaimisat and marketing), R&D and
management practices. Our sample covers 30 cosiimriEastern Europe and Central Asia
in the period 2011-14, with a wide variety in teraisconomic and institutional
development. Within each of these countries, tiepsa of firms is representative, with a
large variation in productivity levels. Due to datzailability we focus on manufacturing
enterprises with at least 20 employees.

Large differences in productivity across both firamgl countries continue to exist (see, for
example, Griffith et al., 2006; Arnold et al., 2008 OECD countries; and Hsieh and
Klenow, 2009, for China and India), and can be tbawen in industries producing very
homogenous goods (Foster et al., 2008). In thakesthe countries in our sample are no
exception: there are highly productive firms in Bzwncome economies and poorly
performing firms in higher-income economies (CHartMoreover, Akcigit et al. (2016)
show that managerial delegation is important fionfselection: in developing countries,
where managerial human capital is scarce and maahdelegation less efficient, firms with
growth potential are not expanding enough to repfaims with little growth potential.
Having such a diverse sample allows us to asseks which conditions firm productivity is
boosted the most — through innovation or the gualfitmanagement.

Third, we improve the measures of product and @m®a@ovation typically available in
surveys by analysing the verbatim descriptioneffirms’ new products and processes and
comparing them with the definitions in the Oslo Mah(Eurostat and OECD, 2005), which
contains the guidelines for the collection and afsgata on innovation activities. To our
knowledge, this is the first paper to do so foaé number of countriés.

We find that both management practices and innondtiegardless of the type) are positively
and significantly associated with labour produdyivHowever, the importance of each varies
with the level of development. In lower-income egores, the economic impact of high
guality management practices is stronger thanffieeteof introducing product and process
innovation whereas the opposite holds for higheoine economies. We interpret these
findings as evidence that economic progress cathieved by improving management
practices despite an unfavourable environmentiioovative activities. Likewise, we find
evidence that high quality management practices hastronger impact on labour
productivity than innovation in lower-technologyensity sectors, but not in higher-
technology intensity sectors. Again, this implieattfirms operating in an environment where

! Unless stated otherwise, the analysis includesalf@ving countries: Albania, Armenia, AzerbaijaBelarus,
Bosnia and Herzegovina, Bulgaria, Croatia, CzecpuRkc, Estonia, FYR Macedonia, Georgia, Hungary,
Kazakhstan, Kosovo, Kyrgyz Republic, Latvia, Lithisg Moldova, Mongolia, Montenegro, Poland, Romania
Russia, Serbia, Slovak Republic, Slovenia, TajkistTurkey, Ukraine and Uzbekistan.

2 Arundel et al. (2013) do a similar exercise fors&alia only.
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innovations are scarce can improve their perforrmdycimproving the quality of their
management practices.

The remainder of the paper is organised as foll@estion 2 describes the data. Section 3
presents the underlying model, while Section 4 @iostthe estimates and Section 5 a number
of robustness checks. Section 6 concludes.

Chart 1: Distribution of firm level log labour prod uctivity in manufacturing

A

Log labour productivity, excluding industry fixed effects

Lower-income ————- Higher-income

Source: BEEPS V and authors’ calculations.

Note: Firm-level labour productivity is measured in logs and defined as sales per employee. Cross-
country differences in sectoral composition are controlled for. Sales in local currency are converted to
US dollars using the average official exchange rate.®> The World Bank income classification is based
on GNI per capita in 2007 (see Table 1). Lower-income countries include low- and lower-middle
income countries, while higher-income countries include upper-middle- and high-income countries.

® The results do not change significantly if puréhggpower parities are used instead.
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2. Data and descriptive statistics

Our main data source is BEEPS, a firm-level suc@yducted by the EBRD and World

Bank. BEEPS is based on face-to-face interviews midnagers of registered firms with at
least five employees to examine the quality oftihsiness environment. It covers topics such
as infrastructure, competition, sales and suppidé®ur, innovation, land and permits, crime,
finance, employment and business-government rektistratified random sampling is used
to select eligible firms to participate in the seyvStrata are defined by sector (typically
manufacturing, retail and other services), siz&4520-99 and 100+ employees) and regions
within a country. The recent fifth round of thewey (BEEPS V) was completed in 2012 in
Russia and 2014 in all other countries. In additmthe topics mentioned above, BEEPS V
included an innovation module with a section on ag@ment practices.

In this paper we focus on manufacturing firms veitheast 20 employees (50 in RuSiéor
which both measures of innovation and managemeuwtipes are available. Table 1 provides
an overview of our sample including the geograghiegion and income level of the
countries that firms belong to as well as a fewcdptve statisticS. The number of
observations per country ranges from 16 in Montemég 380 in Ukraine, 479 in Russia and
693 in Turkey’ In the same vein, the occurrence of innovatioiiegany country. While in

the Czech Republic 54 per cent of firms brouglgchmological innovation onto the market,
only one per cent of firms engaged in technologimabvation activities in Azerbaijan.
Likewise, the share of firms that report managenpeadtices of higher quality than the
median of all firms in the sample varies from 8 pent in Georgia to 87 per cent in the
Slovak Republic.

2.1 Measuring innovation

The innovation module of BEEPS V builds on the leds&ghed guidelines published in the
third edition of the Oslo Manual (Eurostat and OEQDO5), covering product and process
innovation, organisational and marketing innovatig&D spending and the protection of
innovation.

Survey respondents were asked whether their fimnteoduced any new or significantly
improved product, process, organisational or margetethod in the last three years. The
first two types of innovation are referred to asht@logical innovations, the latter two as
non-technological innovations. Examples for eage tyf innovation were given to generate
a common understanding of the definition of innawatWhile non-innovators did not
receive additional questions on innovations, intiogafirms were asked to provide more
information, including a detailed description oéithmain product or process innovation (in
terms of impact on sales or costs respectively).

* Seehttp://ebrd-beeps.cofior further details.

® Russia was the first country in which BEEPS V \implemented. The number of firms with at least 50
employees was not as high as expected, so théthdesas lowered to 20 employees in subsequenttdesn

® Data availability varies. For example, informatimm capital per employee is available only for atmthird of
the sample. Our findings are robust to its inclodio the estimation (see section 5.2). Informatonsales per
employee is not available for almost one-fifth lo¢ sample; there are some differences between firatdave
such information available and those that do natthere is not much we can do about them.

" As shown in section 5.3, our results are robusxwuding one country at a time.
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Table 1: Sample breakdown

Number of observations

Proportion of Proportion of Proportion of
firms with firms with non- fi pory
. . . . irms with above
With sales With sales and technological technological . .
. h h . h median quality of .
per capital per innovation innovation (self- management Geographical

Country All employee employee (cleaned) reported) region WB income classification
Albania 52 46 8 0.111 0.067 0.556 SEE Lower-middle-income
Armenia 67 46 19 0.169 0.185 0.369 EEC Lower-middle-income
Azerbaijan 72 55 7 0.014 0.058 0.870 EEC Lower-middle-income
Belarus 74 66 32 0.521 0.595 0.635 EEC Upper-middle-income
Bosnia and Herzegovina 59 53 37 0.411 0.379 0.552 SEE Upper-middle-income
Bulgaria 58 57 37 0.260 0.460 0.460 SEE Upper-middle-income
Croatia 57 53 40 0.353 0.481 0.759 CEB High-income

Czech Republic 66 61 28 0.543 0.327 0.673 CEB High-income

Estonia 40 37 26 0.407 0.286 0.571 CEB High-income

FYR Macedonia 56 54 40 0.367 0.588 0.373 SEE Lower-middle-income
Georgia 54 50 21 0.208 0.208 0.083 EEC Lower-middle-income
Hungary 47 30 16 0.235 0.205 0.359 CEB High-income
Kazakhstan 121 100 22 0.289 0.316 0.479 Central Asia Upper-middle-income
Kosovo 39 34 20 0.400 0.649 0.432 SEE Lower-middle-income
Kyrgyz Republic 63 54 19 0.339 0.444 0.492 Central Asia Low-income

Latvia 52 47 12 0.229 0.313 0.563 CEB Upper-middle-income
Lithuania 56 50 25 0.425 0.439 0.585 CEB Upper-middle-income
Moldova 53 47 13 0.489 0.563 0.500 EEC Lower-middle-income
Mongolia 60 58 15 0.333 0.544 0.491 Central Asia Lower-middle-income
Montenegro 16 10 5 0.357 0.357 0.357 SEE Upper-middle-income
Poland 109 79 18 0.277 0.353 0.318 CEB Upper-middle-income
Romania 101 95 72 0.521 0.600 0.620 SEE Upper-middle-income
Russia 479 407 150 0.522 0.507 0.688 Russia Upper-middle-income
Serbia 50 47 28 0.333 0.400 0.533 SEE Upper-middle-income
Slovak Republic 57 42 16 0.174 0.255 0.863 CEB High-income
Slovenia 37 36 26 0.541 0.405 0.595 CEB High-income
Tajikistan 57 38 14 0.311 0.404 0.327 Central Asia Low-income

Turkey 693 459 196 0.123 0.223 0.405 Turkey Upper-middle-income
Ukraine 380 282 71 0.235 0.222 0.415 EEC Lower-middle-income
Uzbekistan 94 87 66 0.144 0.077 0.253 Central Asia Low-income

Total 3,219 2,580 1,099

Source: BEEPS V.

Note: WB income classification is based on GNI per capita in 2007. Low-income economies are those with a GNI per capita of US$ 935 or less in 2007.
Middle-income economies are those with a GNI per capita of more than US$ 935 but less than US$ 11,456. Lower middle-income and upper middle-income
economies are separated at a GNI per capita of US$3,705. High-income economies are those with a GNI per capita of US$11,456 or more. CEB = central
eastern Europe and the Baltic states. SEE = south-eastern Europe. EEC = eastern Europe and the Caucasus. The median quality of management is 0.074.



This information was used to analyse whether tBpeaetive innovation complies with the
formal definitions of product and process innovatithereby taking into account the firm’s
main business. Based on this assessment, innovasyrde reclassified as non-innovators,
or moved to another category of innovation thanaie self-reported. As a result, about two-
thirds of the self-reported innovations were resiféed, whereby 24 per cent were no longer
classified as an innovating firm, while the remaginnovations were reclassified according
to their type. Such data “cleaningan only be done for product or process, that is,
technological innovations, as no additional questiovere asked for non-technological
innovations.

Chart 2 shows the percentage of self-reported mtaghd process innovations that were
reclassified as part of that cleaning process. fypes of misunderstanding were particularly
common (EBRD, 2014):

» product customisation was considered to be a ptadoovation, for example,
changing clothing lines seasonally is not a produobvation

* marketing innovations were considered as produaivations, whereas in fact
changes in design are marketing innovations, ag dsrthe characteristics of the
product remain unmodified. For example, producingagerproof outdoor jacket is a
product innovation. By contrast, a change in thegostor colour of the outdoor jacket
is a marketing innovation.

Chart 2: Reclassification of self-reported product and process innovation

Reclassification of self-reported:

Product innovation Process innovation
_ No innovation _ Product _ No innovation _ Process
_ Process _ Marketing _ Product _ Marketing
_ Organisational _ Nt enough info _ Organisational _ Not enough info

Source: BEEPS V and authors’ calculations.



All'in all, the BEEPS V methodology and the effamade to cross-check and reinterpret
individual responses go a long way towards achgeeomparability of results across
countries and firms. Still, they cannot ensure mmmn understanding of innovation across
all survey respondents.

Chart 3 illustrates the innovation activity of tiens in our sample. In Slovenia, almost half
of all the firms introduced new products, compandith less than 2 per cent in Georgia
(panel (a)). More than 40 per cent of firms in Betaand Moldova introduced new
processes, while only 4.4 per cent did so in Hupgahich, however, is closer to the
technological frontier) (panel (b)). Almost a thoflall firms in our sample introduced new
organisational or marketing methods, ranging froéhder cent in Azerbaijan to 66.7 per cent
in Kosovo (panel (c)).

Chart 3: Percentage of firms that engaged in produc  t, process and organisational or marketing
innovation

a) Product innovation (self-reported and cleaned)
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b) Process innovation (self-reported and cleaned)
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2.2 Management practices

Besides innovation, this paper highlights the milenanagement practices in determining
productivity at the firm level. In order to examitieir impact, we use survey responses to
measure management practices. This survey seathrdes a selection of questions from
the U.S. Census Bureau’s Management and Orgamsattvactices Survey (MOPS) (Bloom

et al., 2013b). The questions concerned four aspdgechanagement — operations, monitoring,

targets and incentives — and requested unordetedarécal responses. The section on
operations focused on how the firm handled a poglated problem, such as a machinery
breakdown, while the question on monitoring covehecollection of information on
production indicators. The timescale for productiamets, as well as their difficulty and the
awareness of them, are part of the section ontgargastly, the questions on incentives
covered criteria governing promotion, practicesdddressing poor performance by
employees and the basis on which the achievemenbdfiction targets was rewarded.
These questions were directed to all manufactudiings with at least 20 employees (50 in
the case of Russia). The median number of compieted/iews with sufficiently high
response rates to the management practices se@®just below 55 per country, with totals
ranging from 15 in Montenegro to 626 in Turke@n the basis of firms’ answers, the quality
of their management practices can be assessedsigded a rating, which can then be used
to explain productivity level3.

As the scaling varies across management practieefyst standardise the scores of each
management practice (that is, each question) tmgavmean of zero and a standard
deviation of one (as in EBRD, 2009; Bloom et ab12; EBRD, 2014):

_ Mty
(1) Zmy; == —

]

Wherezmjl. is the standardised score (or z-score) of managfepnacticem; in firm i, m; is
the unweighted average of management prasticacross all observations in all countries
andcrmj is the standard deviation of management praaticacross all firms in all countries.

We then use the z-scores to calculate unweightechges making use of the z-scores for
each individual section of the respective managemectice, in order to prevent
accentuating the target or incentive section, winclude multiple questions:

_ 1
(2) m,A - szji !
Mji A mjDA
m, , is the z-score of management practice for ifjim a particular area of managemeft
(operations, monitoring, targets or incentivesyl ap. denotes the number of observations

for which the measures are available. Lastly, wamate an unweighted average across the
scores for the four management areas, and stasdamce more this unweighted averdye:

~ 1/ _ _ _
(3) M i = Z (m,operations+ m ,monitoring + I'n,targets-i- rT\,incentives)

8 The questions on management practices came anthef a long face-to-face interview. This resuliecn
unusually large number of people responding “d&ntw” or refusing to answer. Observations with spanse
rate excluding don’t know or refusal below 62.5 pent prior to recoding described in the Online eaygjix
were excluded.

° Online appendix Al provides more details on thesgjons and the ratings.

19We follow an established way of calculating inagesmbers — see Bresnahan et al. (2002).
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That is, the average management score acrossnadl for which the underlying variables are
available for all countries is equal to zero. Magragnt practices of individual firms in turn
deviate either left or right from zero. While therher indicates below average management
practices, obtaining a positive overall z-scorergto a higher quality of management
practices. As Bloom et al. (2012) put it, “indice@f management practices can be thought
of as indicators for the quality of managementfarit variable, which cannot be observed
directly)” (p. 601). Univariate statistics indeetghasise the positive link between
management practices and productivity that wasbksted by, for example, Bloom et al.
(2012). We find a significant positive correlatibetween average labour productivity and
the average quality of management practices (Gha@ountries where the average quality
of management is lower have a smaller percentafentd with good management practices
than countries where the quality of managementiigexctends to be higher. Lastly, we
dichotomise the management quality variable byniledi a variableVd; that takes value 1
whenz is greater or equal to the median value for athéiin the sample and 0 otherwise.

Measuring the quality of management practices asdioator variable instead of a
continuous variable allows us to compare more e#sd coefficients on innovation and
management practices.

Chart 4: The average quality of management practice s and average labour productivity
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Source: BEEPS V and authors’ calculations.

1 We preferred defining the dichotomous variablehwitspect to the median instead of the mean tonisi
the influence of outliers. The median of (4) wag7®, hence not very different from the mean (0).
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2.3 Differences between management practices and innovation

There is potentially some overlap between manageprantices and organisational
innovation, which deals primarily with people aheé brganisation of work. For example, the
first introduction of quality management systemsean production is an organisational
innovation in business practices as well as anargiment in management practices.
However, not every improvement in management grastis an organisational innovation;
once a firm has introduced a quality managemertesydts further improvements are not
organisational innovations anymore.

Furthermore, the survey measures the quality ofag@ment practices over the last complete
fiscal year anchotimprovement&n management practices. This is further refleatetie fact
that the correlation coefficient between the gyalitmanagement practices and
organisational innovation is only 0.1981 (evert i§istatistically significant at p=0.000).
Correlation coefficients with other measures obwettion (product, process and marketing)
are even lowet? Hence, we are confident that our results on thEhof management
practices on productivity are not confounded withavation activities.

12 The correlation coefficient of the quality of maeanent practices and cleaned product innovatidh1i64
(self-reported 0.175), with cleaned process innowatt is 0.161 (self-reported 0.167) and with metikg
innovation it is 0.149 in the full sample, all sstitally significant at p=0.000.
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3. Estimation model

In this paper we extend the original CDM model Ogiag the quality of management
practices as an explanatory variable in innovatiod productivity. The quality of
management practices and R&D influence innovaiml, labour productivity is related to
firm innovation activities That is, we explain (i) the quality of managemeratctices, (ii)
the occurrence of R&D, (iii) the decision to innt&and (iv) the firm’s labour productivity.

More concretely, our model is composed of thres gkequations shown below and
graphically represented in Chart 5:

(5) Md; = 1[M; = 0], andR; = 1[R; = 0] where

M; =Xy By + XioBotX5Ps + €
R; = Xuy1 + XizVa+X5y3 + 1

(6) Innov; = 1[Innov; > 0], where

I‘I’l‘no‘l}lfk = 61\41\4:< + 6RR:< + Xl'4_64_ + Xi262 + Xl'161 + Eiz

(7) Prod; = 8;Innov; + 0y M; + X505 + X;161 + &;3

The first set of equations, equation (5), is a bata probit model describing the binary
variables of performing R&D and having managemeatiices above the median of the
overall distribution in the sample;; andn;; follow a bivariate standard normal distribution.
X;1 Is a vector of control variables that occur intaé equations of the model; it includes the
age of the firm, its size, ownership structure (ilibe a foreign company or the state have at
least a blocking minority in the firm — a stake2&f per cent or more), direct exporter status,
and sector and country fixed effects, which accdomtlifferences in management practices,
R&D, innovation, and productivity across sectord aauntries. Start-ups or young firms are
often assumed to be more innovative and/or prodeicsiithough survey evidence shows that
this is not necessarily the case in the transitegion, where large and old firms are more
likely to engage in innovation activities (EBRD,12(). Foreign owners may be an important
source of information about new products, processgsnisational and marketing methods
(EBRD, 2014). Foreign-owned firms may also haveesigp management practices and
human capital (Girma and Gorg, 2007; Kumar and Aggh 2005). In contrast, managers of
state-owned firms may have weaker incentives teeaehefficiency savings and improve
productivity. Exporting firms may be more willing tise best practice management
techniques so that they can compete on the intenatmarket, and they also learn about
new products and processes through exporting.

X;, comprises the variable that directly affects thaldy of management practices, the
likelihood of engaging in R&D activities, and theopability of innovating: the number of
years of the manager’s experience in the sectenm@glu et al. (2015) suggest that openness
to disruption, proxied by the manager’s age, i®@sased with more creative innovations.

Our dataset does not include the manager’s agegiehswe control for the length of the
manager’s experience in the sector. Balsmeier aaan@zki (2014) show that managerial
experience (the number of years the manager worlteeisame industry) increases
innovativeness, especially in institutionally leleveloped economies.

13 More concretely, the share of firms that engage&D ranges from zero in Albania and Azerbaijanrtore
than 40 per cent in the Czech Republic.
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Chart 5: Variation of the CDM model used in this pa  per

X,: Manager’s sector experience

X1 Internationall
’ . y X2: Skilled
recognised
e workforce
certification
Management
o R&D
practices
Xy \/
Size \l/
Age _ .
Ownership | _ Xy M?g]_rmarket. local
Exporting status nnovation < A Es?ge
Sector- and ccess to finance
country-specific
effects *

Xs: Location type
Productivity < Capacity utilisation
Capital/worker

Source: Authors’ representation of the model.

Note: Based on Crépon et al. (1998). X;,, X% and X3%also contain indicators for “don’t know” values of
the number of years of manager’s sector experience, having an internationally recognised certification
and percentage of employees with a completed university degree, respectively.

X} contains the variable exclusive to management igesstnamely an indicator taking the
value of 1 if the firm has obtained an internatibneecognised certification (such as HCPP,
ISO or similar) and 0 otherwise. We expect thdbfeing international best practice
standards improve management practices at thddirel (see, for example, Subba Rao et al.,
1997). Likewisex3 is the variable exclusive to R&D, namely the patage of employees
with a completed university degré&k.

The second equation of the model, equation (6grdenes the probability of a firm
implementing innovation, taking into account itsmragement practices. The latent variables
M; andR; derived from (5) are used to explain the effect thanagement practices and
R&D exert on innovative activities,, andd, denote the impact that the quality of
management practices and R&D performance haveeoprtibability to innovatdnnov;

refers to the occurrence of one or a combinatiaim@fvarious types of innovation mentioned

% X,,, X% andX3also contain indicators for “don’t know” values thie number of years of a manager’s sector
experience, having an internationally recognisedifimtion and percentage of employees with a cietepl
university degree, respectively.
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earlier. The probability of observing such an inabon is explained by the vectaoXs, and

X;, as before, as well &5,, which includes the set of variables that appefy m equation

(6). These are whether a firm has a loan or adfrezedit (a measure of access to finance),
the firm’s level of geographical expansion, thavtsether the firm’s main product is mostly
sold in the local market, and the firm’s level 6fTl use (in other words, whether it uses email
to communicate with its clients). While banks dd necessarily finance R&D or introduce
new products, processes or other types of innavaliiectly — especially when innovation is
of the more risky, frontier moving type — havingess to a loan or a line of credit means that
the firm can use its internal sources for finandR&D or innovation, rather than using them
for working capital or fixed assets purchases (EBRIL4; Bircan and De Haas, 2015).
Firms that sell their products mostly in the logthht is, municipal or regional) market are
less likely to innovate, as their ability to sprehd cost associated with innovation is low.
Firms that use ICT have better access to informatlmut innovations appearing elsewhere
and the needs of their clierlfs.

The final equation of the model, equation (7), tedahe firm’s innovative activities — or
more precisely, the latent variable that determimlesther or not the firm innovates — to
labour productivity (measured as sales per emplay@everted into US dollars, in natural
logarithmic terms}® 6, captures the marginal effect of innovation ocaureeandd,, the
direct marginal effect of management quality orolatproductivity. In addition to the set of
control variables irX;; , the augmented production function includes vdemlboontained in
vectorX;s: information on whether the firm is located in tlontry’s capital or main
business centre and capacity utilisation. As asbimss check we also add the log of fixed
assets per employee, the insertion of which, howeignificantly reduces the sample size
(Table 2).

We also explicitly control for the quality of maregent practices in the productivity
equation, thus productivity is affected by managanpeactices not only indirectly via
innovation, but also directly by including the lateariable of management practices as an
explanatory variable in the productivity equatiomthis paper we are primarily interested in
coefficientd;, which reflects the impact that innovation hadajour productivity, and the
expressiord,, + 6; * §,;, which reflects the accumulated direct and indir@pact that the
guality of management practices has on labour tbdty.

In summary, we propose a recursive system of sanatius equations, where exclusion
restrictions that are based on theoretical conafabers or empirical evidence are used to
identify the drivers of our endogenous variabldse $electivity of R&D, management
practices and innovation is explicitly modelled axglains the complexity behind the
observed correlations between these variables mdtligtivity. For instance, the correlation
observed between innovation and productivity maywbaker than the true underlying
impact that innovation has on productivity. Indeiégoorly performing firms find
themselves under greater pressure to innovateyatiom may appear to be linked to poor
short-term performance, although it improves firdductivity in the longer run.

We estimate the model by asymptotic least squaseaas done in the original CDM paper
(Crépon et al., 1998). That is, we first estimate teduced form of the model by a bivariate
probit for the management quality and R&D equati@nsimple probit for the innovation
equation, and an OLS for the productivity equatiora second stage we minimise the

15 We found none of the variablesXp, to be statistically significant if also includeu (5) or (7).

1 Note that the way the questionnaire is set upovation occurs within the three-year period presgdhe
survey, while the productivity and management dqualiata refer to the last complete fiscal year, alvhis
typically the last year of the three-year perioat innovation variables refer to.
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distance between the reduced form and the strud¢tuma parameters using the identification
conditions. We winsorise labour productivity atdr pent to reduce the impact of outliers on
the results and use cleaned measures of innovattooh are based on the actual
descriptions of new products and processes intextilaod comply with the definitions in the
Oslo Manual.

Table 2 shows the number of observations, mearstamdlard deviation for the main
variables in the various subsamples that correspmodr estimating equations. It also
indicates the exclusion restrictions that undeHeidentification of the structural parameters
of the model'’ Thep andy coefficients are identified; for tHiecoefficients to be

identifiable, we need and have two exclusion restms; for thed coefficients to be
identifiable we need two exclusion restrictions arelhave six.

" The results are robust to using the same numbebsérvations in all three stages. We have favousiut
the maximum possible number of observations in eagctation to increase the efficiency of the estiomat
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Table 2: Descriptive statistics by subsample underl ying each equation

Management and R&D

. Innovation equation Productivity equation
equations
N Mean Std. dev. N Mean Std. dev. N Mean Std. dev.

Control variables

<5 years old 2,842  0.058 0.233 2,766 0.058 0.234 2,139 0.057 0.232

20-99 employees 2,842  0.620 0.485 2,766 0.621 0.485 2,139 0.627 0.484

25+% foreign ownership 2,842 0.118 0.323 2,766 0.117 0.321 2,139 0.121 0.326

25+% state ownership 2,842 0.027 0.163 2,766 0.027 0.161 2,139 0.028 0.164

Direct exporter 2,842  0.410 0.492 2,766 0.405 0.491 2,139 0.424 0.494

Manager's sector experience (number of years) 2,842 18.350 11.430 2,766 18.380 11.440
Exclusion restrictions

Internationally recognised certification 2,842 0.463 0.499

% FTE with university degree (per cent) 2,842 20.85 21.66

ICT usage 2,766 0.472 0.499

Access to finance 2,766 0.316 0.465

Main market: local 2,766 0.925 0.264

Capacity utilisation 2,139 75.77 21.73

Capital or main business city 2,139 0.213 0.409

Capital per employee (logs)* 993 8.983 2.201
Outcome variables

Above-median quality of management practices 2,842 0.501 0.500

R&D (self-reported, observed) 2,842 0.191 0.393

Product innovation (cleaned, observed) 2,766 0.168 0.374

Process innovation (cleaned, observed) 2,747 0.195 0.396

Technological innovation (cleaned, observed) 2,711 0.296 0.457

Non-technological innovation (self-reported, 2817 0.339 0.474

observed)

Log (labour productivity) 2,139 10.180 1.422

Source: BEEPS V and authors’ calculations.

Note: All variables, unless otherwise indicated, are dummies. * Capital per employee is only used for robustness checks. FTE = full-time employees.



4. Estimation results

We now turn to the estimation results, more prégigee total marginal effects (direct and
indirect) of all our control variables on the varsoendogenous variables of our model. We
explore possible sources of heterogeneity deperatirtge country level of development or
the sector level of technology intensity.

4.1 Basdline specification

Table 3% shows that the estimated marginal effects of traity of management practices

(6y + 6,6y) and innovation{;) on productivity are economically and statistically
significant, while the marginal effect of R&B,8z) is not*® On average, a high quality of
management practices is associated with higheutgir@ductivity more than the occurrence
of any type of innovation. It should be noted tlveltenever management practices, R&D and
innovationappear as explanatory variables in eqnat{4) and (5), their latent variables are
used and not the observed binary variables. ThEghe@®advantage of providing a measure for
these variables even when they are actually repaddoeing equal to zero. Indeed, small
values for R&D and innovation may not be reported therefore these variables may be
mis-measured (Crépon et al., 1998; Raymond €2@15).

Another way to interpret these marginal effectis ierms of the differences in the means of
latent variables of firms that engaged in R&D, imation or had above-median quality of
management practices and firms that did not engeB&D, innovation or had below-
median quality of management practices.

The estimated differences in the means of laternabies of these two groups of firms for the
subsample of observations used to estimate theuptiody equation (2,139 observations)
are: 0.75 for R&D, 0.48 for management practice®8 @or product innovation, 0.59 for
process innovation and 0.61 for technological iration2°

Hence, switching from below-median to above-medjaality of management practices is
associated with a 45.3 per cenf((8°421) x 100) higher labour productivity, whereas
switching from not engaging in product innovationrtroducing a new product is associated
with a 27.5 per cent higher labour productivityl(mon 1). The association between labour
productivity and process innovation is even strongegaging in process innovation is
associated with a 55.1 per cent higher labour piddty (column 2).

In the absence of complementarity or substitutigtaind no differences in the sample size,
the marginal effect of technological innovation gliobe a linear combination of the
marginal effects of product and process innovatiis. somewhat lower than the other two
but not significantly so. These effects are soméwtranger than those found for developed
economies, but they are comparable to those olb@ndeveloping economiéSCarrying

out R&D does not have a significant effect on labyooductivity. As we noticed, few firms

18 Tables 3 and 4 show that as we include more exagevariables to identify the endogenous variaisiesir
model, the sample size decreases slightly from2¢d@¥kervations for the estimation of R&D and mamnaeyet
practices to 2,139 observations for the estimatibthe productivity equation. This is primarily dte the
unavailability of data on sales and employment.

¥ Table Al in the Appendix reports the coefficiestimates of the structural equations.

20 See Table A2 in the Appendix.

2L See Mohnen and Hall (2013) for an overview.



in these economies carry out R&D, and those thatrddikely to also have a high quality of
management. The latter seems to dominate betweawt?

Table 3: Average marginal effects on Ln(labour prod  uctivity) for four types of innovation,
baseline model

. . Product Process Technological
Type of innovation ) @) 3)
Above-median quality of management practices .786*** 0.788** 0.776%**
(0.241) (0.352) (0.292)
R&D 0.266 0.246 0.258
(0.481) (0.197) (0.187)
Innovation 0.356*** 0.644%** 0.526%**
(0.086) (0.153) (0.113)
Internationally recognised certification 0.048 0.122** 0.097**
(0.031) (0.061) (0.047)
% FTE with university degree 0.002 0.002 0.002
(0.004) (0.002) (0.002)
Manager sector experience 0.004 0.002 0.004
(0.008) (0.004) (0.003)
Main market: local -0.035 -0.060 -0.062*
(0.029) (0.043) (0.035)
ICT usage 0.173** 0.263** 0.263***
(0.080) (0.114) (0.092)
Access to finance 0.096*** 0.173*** 0.169***
(0.033) (0.056) (0.047)
Capacity utilisation 0.005*** 0.005*** 0.005***
(0.001) (0.001) (0.001)
Capital or main business city 0.177*** 0.171* 0.170**
(0.066) (0.067) (0.067)
<5 years old -0.02 -0.085 -0.06
(0.361) (0.213) (0.190)
20-99 employees 0.404 0.307 0.341**
(0.278) (0.188) (0.164)
25+% foreign ownership 0.246 0.296* 0.283*
(0.270) (0.168) (0.150)
25+% state ownership 0.208 0.212 0.211
(0.526) (0.309) (0.278)
Direct exporter 0.176 0.246 0.221
(0.272) (0.170) (0.150)
Observations 2,139 2,131 2,105

Source: BEEPS V and authors’ calculations.

Note: Cleaned innovation variables (see section 2.1). Ln(labour productivity) winsorised at 1%.
Standard errors in parentheses. * = significant at the 10% level, ** = significant at the 5% level, *** =
significant at the 1% level. FTE= full-time employees. The results are obtained by estimating the
model presented in Chart 5 and described in section 3 using asymptotic least squares.

22 \When estimating the innovation equations withmaitiding R&D, the total marginal effect of manageme
practices was even higher than in Table 3. Pattte@inarginal effect of managerial practices is mawried by
R&D but not sufficiently precise to be able to umepa significant effect.
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Labour productivity is also affected by some otfaetors. Estimates using technological
innovation in column (3) suggest that firms locaitethe capital or the main business city
seem to benefit from better infrastructure and iotesources available there, and have on
average almost a 19 per cent higher labour prodticthan their counterparts outside of the
capital or the main business city. A higher laboraductivity is also associated with having
access to external finance (18.4 per cent), ICQeigamore than 30 per cent), obtaining an
internationally recognised certification (10.2 pent), and a higher capacity utilisation (0.5
per centf>%

The exclusion restrictions — internationally recisgd certification in the management
guality equation, percentage of full-time permaremployees with a university degree in the
R&D equation and ICT usage and access to finanteeiimnovation equation — are
statistically significant, indicating that thoseatrong variables to instrument the
endogenous variables. Following Duguet and Lel§2§é?2), we have performed a test of
over-identifying restrictions. As discussed, wed&wr over-identifying exclusion
restrictions. The value of thg statistic is 11.67, which is below the criticalu@of 13.28 at
a significance level of 1 per cent. This resultvgtohat the over-identifying exclusion
restrictions do not significantly increase the aliste between the structural and the reduced
form coefficients, in other words that the way wstrument the endogenous variables is
valid.

Overall, the results suggest that labour produgtivi firms operating in developing

countries benefits from both a higher quality ofnmgement practices as well as the
introduction of innovation. This finding holds redkess of the type of technological
innovation. The magnitudes indicate that improvimghagement practices seems to matter to
a greater extent than being innovative in thisosebuntries. Additionally, the results point

to the discrepancies in the availability of infrasture, external funding and other resources
available in the capital or main business city usrsther locations in the country.

4.2 Heter ogeneous effects

The role of economic development

Given the high heterogeneity of the countries ingample in terms of income level, we run
our model for subsamples by gross national inca@il) per capita (calculated using the
World Bank Atlas method) in 2007 The results for the sample split into two groups
according to GNI per capita, higher-income (higbeime and upper-middle-income)
economies and lower-income (lower-middle-income lamdincome) economies in Table 4
reveal significant differences of how both chanmetsk across these groufss.

% Since the dependent variable is the natural ltwariof labour productivity, the discrete impacthary
variables is computed agarginal effect_ 1

241t should be noted that this estimation does ootect for the endogeneity of capacity utilisatam capital
intensity in labour productivity (see, for exampGiley and Pakes, 1996).

% Because there are only few high-(low-) income ecoies in our sample, we group them together withenp
(lower-) middle-income economies. We decided to B687 as a cut-off for two reasons: (i) innovation
variables refer to the period of three years befbeeinterview took place, which in the case of $asneans
2008-11, and (ii) existing evidence suggests thahagement practices evolve slowly over time due to
informational barriers (see, for example, Bloom &fath Reenen, 2010; Bloom et al., 2013a; Acgimet al.,
2007), so the assumption that the management eactis reported at the time of the interview amelai to
those the firms had in 2007 is acceptable (althoaglperfect). The results are broadly robust iogu&NI per
capita in more recent years instead.

% We refrain from reporting the control variablesdafocus on the marginal effects of interest, namely
innovation, R&D and management practices. The cetagksults are available on request.
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Table 4: Average marginal effects of R&D, innovatio  n and management practices on Ln(labour

productivity) for four types of innovation, by GNI per capita
: . Product Process Technological
Type of innovation
1) 2 3
Higher-income economies
Above-median quality of 0.490** 0.538 0.490*
management practices (0.238) (0.364) (0.273)
R&D 0.129 0.386** 0.288**
(0.259) (0.193) (0.136)
Innovation 0.310** 0.716*** 0.501***
(0.121) (0.167) (0.121)
Observations 1,392 1,431 1,408
Lower-income economies
Above-median quality of 1.977* 2.194** 2.047*
management practices (1.104) (0.954) (1.242)
R&D 1.461 -1.432 -0.697
(34.49) (3.732) (13.87)
Innovation 0.455** 0.502*** 0.753***
(0.196) (0.134) (0.221)
Observations 697 654 697

Source: BEEPS V and authors’ calculations.

Note: Cleaned innovation variables (see section 2.1). Ln(labour productivity) winsorised at 1%.
Standard errors in parentheses. * = significant at the 10% level, ** = significant at the 5% level, *** =
significant at the 1% level. The results are obtained by estimating the model presented in Chart 5 and
described in section 3 using asymptotic least squares. Only the marginal effects of management
practices, R&D and innovation are reported. Lower-income economies include lower-middle-income
and low-income economies, higher-income economies include high-income and upper-middle-income
economies (refer to Table 1 for the list of countries in each category).

To begin with, the results confirm our baselinaliimgs suggesting a significantly positive
effect of innovation on labour productivity. Thislationship in general also holds for
management practices. It is only when we restricseves to process innovations in the
higher-income economies that we do not obtain @ifsignt marginal effect for management
quality.

Having said this, two major differences acrossgitmips stand out. In the higher-income
group the marginal effects of innovation are inagahlarger than those of management
practices. Switching from not being a technologinabvator to becoming one, for example,
is associated with a 40.7 per cenf¢f&¢°21) x 100) higher labour productivity, while
improving the quality of management practices flmgtow to above median quality is
associated with a 26.2 per cent higher labour ptadty (column 3). The exception is
product innovation, suggesting that introducing meaducts may be more difficult than
improving management practices in raising laboodpctivity even in higher-income
economies. To a large extent, new products regtproducts and this substitution
dampens the effect on productivity. Moreover, R&iso positively and significantly

21



associated with labour productivity in combinatieith process and technological innovation
(columns 2 and 3).

In the lower-income group, the marginal effectsnofovation on labour productivity are still
positive and statistically significant. Howevere timnarginal effect of management quality on
labour productivity is more than twice as highlas narginal effect of innovation. Moreover,
the marginal effects of R&D are no longer stataticsignificant.

Overall, these results suggest that the analydiseofole of management practices and
innovation in determining labour productivity ne¢dgake the economic environment into
account. While firms in higher-income economiesdsi¢more from introducing process
innovation, firms operating in lower-income econemcan improve labour productivity to a
greater extent by improving the quality of theirmagement practices.

The role of technological intensity

Differences in the technological intensity of intties could also result in differences in the

impact innovation and management practices havatmur productivity. Table 5 shows that
this is indeed the case. We replicate our basedisglts and find that the estimated marginal
effects of innovation and management practicepaséive and significant in the higher-tech

(high- and medium-high-tech) and lower-tech (medlom and low-tech) industries.

Table 5: Average marginal effects of R&D, innovatio

productivity) for four types of innovation, by tech

n and management practices on Ln(labour
nological intensity

Type of innovation Product Process Technological
(1) 2) (3)
Higher-tech
Above-median quality of 0.706* 0.493 0.614*
management practices (0.366) (0.399) (0.372)
R&D 0.305 0.389 0.385
(0.598) (0.296) (0.527)
Innovation 0.440** 0.608** 0.645%**
(0.171) (0.241) (0.224)
Observations 455 438 449
Lower-tech
Above-median quality of 0.812%** 0.830** 0.826**
management practices (0.289) (0.352) (0.342)
R&D 0.294 0.114 0.198
(2.089) (0.547) (0.434)
Innovation 0.358*** 0.463*** 0.475%**
(0.101) (0.138) (0.122)
Observations 1,600 1,637 1,608

Source: BEEPS V and authors’ calculations.

Note: Cleaned innovation variables (see section 2.1). Ln(labour productivity) winsorised at 1%.
Standard errors in parentheses. * = significant at the 10% level, ** = significant at the 5% level, *** =
significant at the 1% level. The results are obtained by estimating the model presented in Chart 5 and
described in section 3 using asymptotic least squares. Only the marginal effects of management
practices, R&D and innovation are reported. Sectors are based on ISIC Rev. 3.1. Higher-tech
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manufacturing sectors include chemicals (24), machinery and equipment (29), electrical and optical
equipment (30-33) and transport equipment (34-35, excluding 351). Lower-tech manufacturing
sectors include food products, beverages and tobacco (15-16), textiles (17-18), leather (19), wood
(20), paper, publishing and printing (21-22), coke, refined petroleum and nuclear fuel (23), rubber and
plastics (25), other non-metallic mineral products (26), basic metals and fabricated metal products
(27-28), building and repairing ships and boats (351) and other manufacturing (36-37).

There is an important difference between the highed lower-tech groups, though. In
lower-tech industries, the marginal effect of masragnt practices is about twice that of
innovation, suggesting that returns to improving guality of management practices are
more relevant in fostering labour productivity awler-tech firms than innovation. Firms in
higher-tech industries, on the other hand, woulteiemore from introducing new processes
or technological innovation than from improvingithmanagement practices (columns 2 and
3) again with the exception of product innovation.

To sum up, we find some evidence that having astadd above-median quality of
management practices is associated with a higheutgroductivity than introducing

product, process or technological innovation ingbetors characterised by a lower degree of
technological intensity. Lower-tech firms (suchf@sd products or textiles), may be less well
managed so that benefits of improving managemexatipes to become part of the top-level
group of firms are more pronounced. The qualitynahagement practices in lower-tech
sectors is indeed lower than the quality of managerractices of higher-tech sectors in our
sample.

This is generally not the case in the higher-testia's, where firms are more likely to
introduce new products and processes and morg lidelompete in national or international
markets. As shown by Bloom et al. (2016), Europigams respond to competition from
China’s imports by increasing their innovation effcand by moving towards more high-tech
sectors. Returns to improvements in managementigga@re of lower significance in the
higher-tech sector, possibly because the levelafagement quality is already high so that
marginal returns of any further improvement maydveer.
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5. Sengitivity analysis

Our results could be affected in four additionayseerirst, while we argue that cleaned
measures of innovation are more reliable thanreplérted measures, the former might be
affected by the cleaning effort made. Second, stienations have so far not taken into
account capital intensity. This may undermine @suits as for instance the effect of
innovation in determining productivity improvemesgtuld be overstated if a firm increases
its capital base at the same tifiélowever, we refrained from including the variaisighe
first place as the sample size reduces signifigaatjust over a third of the available sample
(Table 1). Third, as shown in Table 1, our sampkecs 30 mostly developing economies
and the number of observations per country vargsfeantly, with Russia, Turkey and
Ukraine making up almost half of the total sampleis runs the risk that results are affected
by the inclusion of a specific country in the saetourth, our estimates are based on the
structural model and could thus be model-spedffie.address these four issues in turn.

5.1 Self-reported innovation measures

To test for the robustness of results to usingregbrted rather than cleaned measures of
innovation, we re-estimate the baseline model @ &blusing self-reported measures of
innovation. This allows us to additionally checketiiner the impact is different for
organisational or marketing innovation, that isp#technological innovation.

The results in Table 6 show that the estimated malrgffects of management practices and
innovation are positive and significant regardiesthe measure of innovation used, and
slightly higher in magnitude compared with therasties in Table 3. For instance, engaging
in technological innovation is now associated &itB8.9 per cent ({8°°°°°"21) x 100)

higher labour productivity, compared with a 37.8 pent ((&°2°%°21) x 100) increase

when using the cleaned measure of technologicaliation. Introducing a non-technological
innovation is associated with a 42.9 per cerft%€’>*21) x 100) higher labour productivity
(column 4). Similarly, management practices al$ecafproductivity to a slightly larger
extent in this specification. The marginal effetR&D on labour productivity remains the
same in magnitude as in the baseline model: engagiR&D is associated with a 28.2 per
cent ((&3%9"97>41) x 100) higher labour productivity for processdvators (column 2).
Contrary to the baseline model the marginal efééd&&D is now statistically significant, at
least for process and technological innovationsTauld be because with the self-reported
innovation measures the sample increases by almudrger and because those responses
were more correlated to the answers to the R&Dtgurethan the cleaned responses.

27 \We alternatively include labour productivity thréscal years ago in order to correct the prodifgtifigures
from a firm specifictime-invariant effect. The inclusion also resultsa reduced sample size, which is still
slightly bigger than when including capital per wer. However, the impact on the coefficients okrast is
remarkable. Neither innovation nor management mestare significantly associated with labour piaihity
any longer. Lagged labour productivity is statislig and economically significant; a one per cemtréase in
lagged labour productivity is associated with afe¥ cent increase in labour productivity in thet fiscal year
(persistence in productivity is a stylised factragorted by Syverson, 2001). As reported earliemagement
practices are rather stable over time, and if imtions are also persistent, management qualityiraralation
effects are captured by the lagged labour prodititiv
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Table 6: Average marginal effects of R&D, innovatio = n and management practices on Ln(labour

productivity) with self-reported innovation variabl es
. Non-
Type of Product Process Technological .
innovation technological
1 2) 3 (4)
Above median quality of  0.832%** 0.850** 0.857++* 0.821**
management practices (0.291) (0.379) (0.296) (0.347)
R&D 0.279 0.329%** 0.266** 0.391
(0.186) (0.125) (0.109) (0.343)
Innovation 0.553*** 0.640*** 0.569*** 0.688***
(0.113) (0.153) (0.117) (0.154)
Observations 2,817 2,817 2,817 2,816

Source: BEEPS V and authors’ calculations.

Note: Ln(labour productivity) winsorised at 1%. Standard errors in parentheses. * = significant at the
10% level, ** = significant at the 5% level, *** = significant at the 1% level. The results are obtained by
estimating the model presented in Chart 5 and described in section 3.1 using asymptotic least
squares. Only the marginal effects of management practices, R&D and innovation are reported.

5.2 Total factor productivity

Our results are also broadly robust to the inclusibcapital per employee in the baseline
model as an additional control variable in the latyaroductivity equation, despite the
significant reduction in sample size (Table 7). €alling for capital intensity is equivalent to
analysing total factor productivity instead of jletbour productivity. The marginal effects of
management practices and innovation remain postigestatistically significant at least at
the 10 per cent level of significance. To compaeeresults with and without correction for
capital intensity we run the baseline regressidg fr the sample for which capital per
employee is available (Table 7, columns 4-6). T@silts indicate that some of the decline in
the marginal effects of innovation is a consequeridbe reduction in sample size when
capital per employee is included in the regresaimh some is due to controlling for capital
intensity. In the version with capital intensityamagement practices continue to have a
higher marginal effect than innovation on totalkéagroductivity and R&D remains
insignificant.
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Table 7: Average marginal effects of R&D, innovatio  n and management practices on Ln(labour
productivity), controlling for capital per worker

Baseline on sample for which capital per

Type of Baseline with capital per employee employee is available

innovation Product Process  Technological Product Process  Technological
1) 2) 3) 4) 5) (6)

Above-median  0.744** 0.723* 0.731* 0.835** 0.816* 0.821**

quality of

management  (0.348) (0.413) (0.379) (0.361) (0.445) (0.400)

practices

R&D 0.223 0.135 0.162 0.267 0.188 0.210
(0.416) (0.137) (0.139) (0.490) (0.170) (0.168)

Innovation 0.301** 0.393** 0.344** 0.357** 0.504** 0.429***
(0.136) (0.192) (0.155) (0.140) (0.202) (0.161)

Capital per 0.130***  0.129***  (0.129***

employee (0.017) (0.017) (0.017)

Observations 993 993 976 993 993 976

Source: BEEPS V and authors’ calculations.

Note: Cleaned innovation variables (see section 2.1). Ln(labour productivity) winsorised at 1%.
Standard errors in parentheses. * = significant at the 10% level, ** = significant at the 5% level, *** =
significant at the 1% level. The results are obtained by estimating the model presented in Chart 5 and
described in section 3.1 using asymptotic least squares. Columns 1-3 show the results when
controlling for fixed assets per employee in the productivity equation, while columns 4-6 report those
obtained when not controlling for fixed assets per employee, both on the same subsample for which
the variable is available.

5.3 Changesin the sample

To test for the robustness of results to changédsersample, we re-estimate our baseline
specification (Table 3), removing one country &tree from the sample. The results in Chart
6 show a remarkable stability of the estimated mnatgffects of the quality of management
practices, R&D and technological innovation on ity to the exclusion of one country
at a time. The marginal effects of the quality gfmagement practices and technological
innovation are always positive and statisticalingicant. The marginal effects of R&D and
management practices are somewhat sensitive exthesion of Turkey, but they keep their
sign and significance. The results are also rofaugiroduct, process and non-technological
innovation®® We thus conclude that our results are not driwearty country in particular.

% The results are available on request.
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Chart 6: Estimated marginal effects on the quality of management practices, R&D and

technological innovation and 95 per cent confidence intervals, excluding one country at a time
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Source: BEEPS V and authors’ calculations.

Note: ISO 3166-1 alpha-3 country codes. The estimated model corresponds to column (3) from Table
3.
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5.4 OLSresults

In order to test whether our findings are an outeaiour model setup, we run a simple OLS
regression with labour productivity as the dependanable. The results in Table 8 are now
to be interpreted as discrete shifts of innovat®&D or management practice from 0 to 1
and no longer as continuous variations. They stawhoth the quality of management
practices and innovation are positively and sigaiifitly associated with labour productivity.
Introducing a technological innovation, for exampdeassociated with an almost 23 per cent
higher labour productivity than not being a teclogodal innovator, while having a high
guality of management practices is associated abthut 14 per cent higher labour
productivity than having a low quality of managempractices (column 3). Performing

R&D is also associated with an approximately 20qaet higher labour productivity.

Overall, the OLS results confirm the importancelbthree variables without favouring one
over the others.

When interpreting these findings, it is importamtémember that the OLS estimates are
likely to be biased because they do not take intmant the endogeneity of management
practices and innovation activities. Unobservabt#drs such as the manager’'s competence
or dynamism may affect productivity, the adoptidmmnagement practices, and innovation
activities at the same time. Nevertheless, the @is8lts do not contradict those derived from
our structural equations.

Table 8: Average marginal effects of R&D, innovatio  n and management practices on Ln(labour
productivity), ordinary least squares

Product Process Technological

1) (2) 3)

Above-median quality of management practices 0.136** 0.126**  0.131**
(0.057) (0.057) (0.057)

Type of innovation

R&D 0.199** (0.223** (.183**
(0.072) (0.072) (0.075)
Innovation 0.187**  0.181** (0.206***
(0.075) (0.070) (0.064)
Capacity utilisation 0.005*** 0.006*** 0.006***
(0.001) (0.001) (0.001)
Capital or main business city 0.220*** 0.201*** 0.213***
(0.071) (0.071) (0.071)
<5 years old -0.256** -0.259** -0.255**
(0.115) (0.114) (0.114)
20-99 employees 0.171** 0.196*** (0.181***
(0.059) (0.059) (0.059)
25+% foreign ownership 0.331*** (0.350*** (0.331***
(0.085) (0.085) (0.085)
25+% state ownership 0.175 0.260 0.239
(0.169) (0.171) (0.171)
Direct exporter 0.366*** 0.359*** (0.362***
(0.063) (0.063) (0.063)
Observations 2,151 2,141 2,115

Source: BEEPS V and authors’ calculations.
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Note: Cleaned innovation variables (see section 2.1). Ln(labour productivity) winsorised at 1%.
Standard errors in parentheses. * = significant at the 10% level, ** = significant at the 5% level, *** =
significant at the 1% level. The results are obtained by estimating the third stage (equation (7)) of the
model presented in Chart 5 and described in section 3 using a simple OLS regression.
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6. Conclusion

As the contribution of firm productivity to econoorgrowth is widely acknowledged, both
researchers and policy-makers are interested idrtlaers of productivity. In particular,
innovativeness is found to be crucial in deterngrfirm performance (see, for example,
Rosenbusch et al., 2011). Because of institutiohatacles (access to credit, corruption, poor
intellectual property rights) and because of thestance to the technological frontier, firms

in developing countries have less of an incentivietest in R&D and innovation. Improving
management practices requires less of an investamehtnay be more rewarding in the short
term. Moreover, as Bloom et al. (2013a) have shakerge is a causal relationship between
management quality and firm performance.

In this paper we explore the relationship betwesovative activities and management
practices in determining firm level productivity.dwover, we analyse this relationship in
different economic environments to investigateafential effects are dependent on the
respective environment. In the same vein, we examiffierences with regard to the
technological intensity. We use data from a unifijue-level survey on innovation and
management practices to estimate, for the first iimthe same model, the impacts of the
guality of management practices and innovation anufacturing firm productivity in
mostly developing countries in eastern Europe agki@l Asia, while controlling for
capacity utilisation and other firm characteristiteese countries range from low-income
economies such as Tajikistan to high-income ecoesisuch as Slovenia.

We find that management practices and any typerafvation are significant drivers of firm
productivity. Moreover, these two factors work dintly within higher- and lower-income
countries. More specifically, above-median-quatitgnagement practices of firms operating
in lower-income economies are associated withangér positive impact on labour
productivity than the introduction of product, pess or technological innovation. In other
words, firms can achieve higher returns to labaadpctivity by improving their
management practices than by introducing new pitsdartd processes. By contrast, in
higher-income countries, firm-level management ficas play a somewhat less important
role in boosting firms’ labour productivity; in knwith catch-up growth literature, firms need
to engage in innovation instead. These findinggesgthat firms operating in less favourable
environments are able to over-compensate non-existeovation activities by improving

the quality of their management practices, thegrcoming potential institutional barriers
and contributing to aggregate productivity.

In the same vein, we find indications that managermgaality is also of higher relevance than
innovation activities in lower-tech sector firmghie this is not the case in the higher-tech
sector. Again, the results suggest that when ininmvas missing or harder to achieve as in
lower-tech sectors, firms can improve their protuiist significantly by improving the

quality of management practices.

Our findings raise the question of why firms in kaveome economies and low-tech sectors
do not adopt better management practices. The ret@magement field experiment looking
at large Indian textile firms suggests that thig/ba due to information barriers. Firms might
not have heard of some management practices, ynthg be sceptical regarding their
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impact (Bloom et al., 2013a). Improvements to éemaanagement practices — particularly
those relating to underperforming employees, pgyromotions — may also be hampered by
regulations or a lack of competition (since contpeticould force badly managed firms to
exit the market).

Training programmes covering basic operations (siscimventory management and quality
control) could be helpful, but suitable consultancyraining services offering such products
may not exist in a given market or may be geareadutds large firms, making them too
expensive for SMES

Policy-makers in less developed countries showdddheir attention on providing more
basic business education and improving the qualigducation in general, as well as
improving the general business environment, rétigam aspiring to create new Silicon
Valleys.

% See McKenzie and Woodruff (2014) for a review afileations of business training programmes in
developing countries.
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Appendix A

Table Al: Coefficient estimates of the structural e

quations underlying the computation of the marginal

effects in Table 4 — Asymptotic least

squares
Management Innovation Labour productivity
Equations practices R&D Product Process l‘l’eghno- Non- . Product Process Techno- Non- .
ogical technological logical technological
1) (2 (3) (4) (5) (6) (1) (8) 9) (10)
Management practices 0.572 0.793* 0.778* 0.891*** 0.583* 0.277 0.367 0.209
(latent) (0.307) (0.294) (0.275) (0.227) (0.209) (0.271) (0.238) (0.278)
R&D (latent) 0.748 0.382 0.490 0.569
(1.341) (0.291) (0.339) (0.482)
Innovation (latent) 0.356*** 0.644*** 0.526*** 0.688***
(0.085) (0.153) (0.113) (0.154)
Internationally recognised  0.238***
certification (0.057)
% FTE with university 0.008***
degree (0.002)
Manager sector -0.000 0.005 0.008 0.002 0.005 -0.000
experience (0.002) (0.003) (0.021) (0.005) (0.005) (0.007)
Main market: local -0.100 -0.093 -0.117 -0.027
(0.078) (0.063) (0.062) (0.053)
ICT usage 0.486* 0.409** 0.499*** 0.335**
(0.194) (0.148) (0.139) (0.105)
Access to finance 0.269*** 0.268*** 0.322%** 0.265***
(0.066) (0.059) (0.056) (0.050)
Capacity utilisation 0.005*** 0.004*** 0.005*** 0.005***
(0.001) (0.001) (0.001) (0.001)
Capital or main business 0.177** 0.171* 0.170* 0.166*
city (0.066) (0.067) (0.066) (0.067)
<5 years old -0.157 -0.030 0.096 0.083 0.051 0.100 -0.014 -0.051 -0.015 -0.064
(0.114) (0.135) (0.960) (0.234) (0.258) (0.351) (0.106) (0.131) (0.117) (0.134)
20-99 employees -0.355%** -0.290*** 0.417 0.267 0.327 0.273 0.405*** 0.388*** 0.389*** 0.421***
(0.056) (0.063) (0.608) (0.177) (0.187) (0.233) (0.097) (0.115) (0.105) (0.115)
25+% foreign ownership 0.177* 0.142 -0.150 -0.112 -0.083 -0.050 0.226* 0.243* 0.218* 0.177
(0.083) (0.091) (0.683) (0.174) (0.189) (0.252) (0.089) (0.107) (0.097) (0.108)
25+% state ownership -0.040 0.027 0.102 0.0975 0.065 0.226 0.173 0.163 0.186 0.066
(0.162) (0.197) (2.391) (0.334) (0.368) (0.508) (0.168) (0.200) (0.182) (0.207)
Direct exporter 0.266*** 0.268*** -0.302 -0.196 -0.234 -0.271 0.158 0.170 0.166 0.187
(0.06) (0.068) (0.622) (0.168) (0.181) (0.233) (0.086) (0.102) (0.093) (0.104)

Source: BEEPS V and authors’ calculations.



Note: Cleaned innovation variables, with exception of non-technological innovation (see section 2.1). Ln(labour productivity) winsorised at 1%. Standard
errors in parentheses. * = significant at the 10% level, ** = significant at the 5% level, *** = significant at the 1% level. FTE= full-time employees. The model is
presented in section 3.1. Industry and country dummies are also controlled for.
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Table A2: Descriptive statistics on the latent vari  ables

Observed Standard

Latent variable . Observations Mean L Minimum  1st quartile  Median 3rd quartile  Maximum
variable status deviation
R&D All 2,842 -1.206  1.280 -7.439 -1.396 -0.975 -0.619 1.039
Yes 542 -0.596  0.494 -2.441 -0.898 -0.606 -0.246 1.039
No 2,300 -1.35 1.363 -7.439 -1.488 -1.072 -0.719 0.664
Management practices All 2,842 0.002 0.589 -2.227 -0.393 -0.012 0.399 1.840
Yes 1,424 0.239 0.532 -1.684 -0.145 0.239 0.563 1.840
No 1,418 -0.236  0.546 -2.227 -0.582 -0.245 0.123 1.547
Product innovation All 2,766 -1.157  0.678 -3.417 -1.607 -1.176 -0.713 0.939
(cleaned) Yes 466 -0.590 0.596 -2.323 -1.036 -0.576 -0.149 0.939
No 2,300 -1.272  0.634 -3.417 -1.673 -1.274 -0.850 0.793
Process innovation All 2,747 -1.037  0.675 -3.945 -1.455 -1.029 -0.521 0.688
(cleaned) Yes 535 -0.562  0.499 -2.190 -0.890 -0.484 -0.198 0.688
No 2,212 -1.152  0.661 -3.945 -1.546 -1.164 -0.646 0.513
Technological innovation  All 2,711 -0.659  0.689 -3.323 -1.102 -0.641 -0.162 1.095
(cleaned) Yes 802 -0.23 0.541 -1.903 -0.615 -0.193 0.177 1.095
No 1,909 -0.839  0.665 -3.323 -1.236 -0.839 -0.357 0.824
Non-technological All 2,817 -0.492 0.616 -2.684 -0.901 -0.493 -0.044 1.094
innovation (self-reported)  Yes 956 -0.149 0.522 -2.051 -0.495 -0.139 0.237 1.094
No 1,861 -0.668  0.585 -2.684 -1.023 -0.675 -0.279 1.069
Product innovation (self- All 2,817 -0.516  0.643 -2.86 -0.96 -0.465 -0.03 1.03
reported) Yes 946 -0.154  0.499 -1.879 -0.478 -0.107 0.226 1.03
No 1,871 -0.699  0.630 -2.86 -1.133 -0.685 -0.231 0.853
Process innovation (self- Al 2,817 -0.862  0.630 -3.179 -1.283 -0.859 -0.374 0.934
reported) Yes 660 -0.438  0.505 -2.077 -0.795 -0.36 -0.079 0.934
No 2,157 -0.991  0.607 -3.179 -1.377 -0.997 -0.564 0.656
Technological innovation  All 2,817 -0.313 0.661 -2.527 -0.778 -0.269 0.191 1.321
(self-reported) Yes 1,131 0.032 0.523 -1.682 -0.302 0.084 0.425 1.321
No 1,686 -0.545  0.643 -2.527 -0.978 -0.536 -0.07 1.041

Source: BEEPS V and authors’ calculations.
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Appendix B

Construction of the management practice variable

We distinguish four management areas:
1. Operations

Practice 1 (question R.1): Over the last completea year, what best describes what
happened at this establishment when a problemamptbduction process arose?

Answers (score in parentheses): “No action wastage“Don’'t know” (1), “We fixed it but
did not take further action” (2), “We fixed it amaok action to make sure it did not happen
again” (3), “We fixed it and took action to makeaesthat it did not happen again, and had a
continuous improvement process to anticipate problike these in advance” or “Does not

apply” (4).

2. Monitoring

Practice 2 (question R.2): Over the last completeafl year, how many production
performance indicators were monitored at this ekshinent?

Answers (score in parentheses): “No productiongoarénce indicators” or “Don’t know”
(1), “1-2 production performance indicators” (239 production performance indicators”
(3), “10 or more production performance indicatq¥).

3. Targets

Practice 3 (question R.6): Over the last completeal year, what best describes the time
frame of production targets at this establishmeftamples of production targets are:
production, quality, efficiency, waste, on-timeivly.

Answers (score in parentheses): “No productionetiaigor “Don’t know” (1), “Main focus

was on short-term (less than one year) productioggets” (2), “Combination of short-term
and long-term production targets” (3), and “Maieude was on long-term (more than one
year) production targets” (4).

Practice 4 (question R.7): Over the last completeaf year, how easy or difficult was it for
this establishment to achieve its production tesget

Answers (score in parentheses): “Possible to aehigthout much effort” or “Only possible
to achieve with extraordinary effort* or “Don’t kmd or “Does not apply” (1), “Possible to
achieve with some effort” (2), “Possible to achievith normal amount of effort” (3),
“Possible to achieve with more than normal eff@#).

Practice 5 (question R.8): Over the last completeal year, who was aware of the
production targets at this establishment?

Answers (score in parentheses): “Only senior maisage “Don’t know” or “Does not
apply” (1), “Most managers and some production wosk (2), “Most managers and most
production workers” (3), “All managers and mostguotion workers” (4).
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4. Incentives

Practice 6 (question R.11): Over the last complesteal year, what were managers’
performance bonuses usually based on?

Answers (score in parentheses): “No performanceisesi or “Don’t know” (1), “Their
company’s performance as measured by productigetsr(2), “Their establishment’s
performance as measured by production targets®TBgir team or shift performance as
measured by production targets” (4), “Their ownf@enance as measured by production
targets” (5).

Practice 7 (question R.13): Over the last compfesteal year, what was the primary way
non-managers were promoted at this establishment?

Answers (score in parentheses): “Non-managersareally not promoted” or “Don’t
know” or “Does not apply” (1), “Promotions were kdsmainly on factors other than
performance and ability (for example, tenure orifaronnections)” (2), “Promotions were
based partly on performance and ability, and pamlyther factors (for example, tenure or
family connections)” (3), “Promotions were baseteoon performance and ability” (4).

Practice 8 (question R.15): Over the last complisteal year, when was an under-
performing non-manager reassigned or dismissed?

Answers (score in parentheses): “Rarely or nevetDon’'t know” or “Does not apply” (1),
“After 6 months of identifying non-manager underfpemance” (2), “Within 6 months of
identifying non-manager under-performance” (3).
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